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Abstract

Optimal monetary policy is important on a practical level for central banks. Computa-
tional barriers, however, have limited research into important optimal monetary policy ques-
tions. With some important exceptions using computational techniques tailored to specific

https://www.dropbox.com/s/63gvo1ujlm9rtqa/JMP_Globally_Optimal_Monetary_Policy_Hennigan_2021.pdf?dl=0


1 Introduction



to move beyond simplifications themselves often have fatal issues, like being limited in incorpo-

rating an effective lower bound and having a hard time dealing with anything beyond a small

number of variables in the model.5 Even when looking at a small-scale New Keynesian Model,

the degree of the nonlinearities involved and number of variables makes standard procedures

difficult to apply. Deep learning techniques are convenient because they can approximate any

unknown function6, are less sensitive to good initial guesses, and largely avoid the curse of di-

mensionality (Kang et al 2020, Raissi 2018). This is crucial for them to be practical for other

applications like the ones mentioned at the outset, since a central bank may have no idea what

the function they are searching for looks like and often deal with large models. Other papers

have used neural networks to help solve other economic models,7 but to my knowledge this is

the first paper to make use of these techniques for optimal monetary policy research.

This paper illustrates these techniques as applied to the question of how firm expectations

and price distortions should jointly influence optimal monetary policy. Inspired by the literature

on optimal policy in the lineage of Ramsey (1927) and Stokey and Lucas (1983), I will have the

central bank maximize household welfare, constrained by the optimal choices made by firms

and households in a decentralized economy. This allows analysis beyond a small neighborhood

of the steady state, in a way synergistic with the computational approach discussed later.8 To

think of how firm expectations and price distortions may influence optimal monetary policy,

I will use a small-scale New Keynesian model, since it quite elegantly includes both nominal

rigidity through price dispersion and imperfect competition in the form of price staggering by

monopolistically competitive firms.

What happens to these two distortions in applications? Usually there is an assumption of a

production subsidy provided through a lump sum tax in order to eliminate the mark-up distor-

tion from imperfect competition. When this is done, monetary policy is concerned with the only
5The most glaring examples of these problems are higher order pertubation methods being unable to accom-

modate inequality constraints like an effective lower bound (Swanson et al 2006) and discretation, as well as pro-
jection methods, succumbing to sensitivity to initial conditions and the curse of dimensionality.

6More specifically, any Borel measurable function, by the universal approximation theorem (Bach 2017)
7Recent applications include Scheidegger and Bilionis (2017), Duarte (2018), Maliar et al. (2019), Ferandez-

Villaverde et al. (2020), and Azinovic et al. (2020).
8I also avoid convoluted construction inherent in traditional methods of deriving the objective function that

makes comparisons even between very similar non-standard model environments and substandard policies diffi-
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remaining distortion, relative price dispersion. A significant amount of initial price dispersion

is usually just assumed away (Gali 2003, Woodford 2003). With these assumptions, even with

the countless extensions of the model, the base intuition of optimal monetary policy remains

largely the same: the goal of policy should be to stabilize the price level to keep the economy

at its natural level of output. In stabilizing the price level, a central bank stamps out the nomi-

nal distortions associated with sticky prices, reaching the flexible price equilibrium.9 However,

these are not so innocuous. They require us to already be near the long-run value, and to assume

stabilization policy that we find optimal now to have already been used in the past. What hap-

pens though when, for whatever reason, we find ourselves stranded away from the long run?

You could consider, for example that a central bank decides to change its inflation target. Even

if everything else is optimal before and after besides the target, the bank has to decide the best

transition path. You could also imagine a shock that is not predicted, such as a financial crisis

or a large supply chain blockage, that shifts the environment enough that the bank has to think

about transitioning back to “normal”.

Some papers have broken these assumptions to study what would happen away from the

long-run outcome. Yun (2005), for example, does not assume away initial price dispersion.

Though he confirms the result that complete stabilization of the price level is optimal in the ab-

sence of initial price dispersion, he finds that optimal inflation targets respond to changes in the

level of price distortion otherwise. Because price dispersion in a second order term, Yun cannot

rely on a set of linearly approximated equilibrium conditions. He still maintains, however, a

subsidy to eliminate the inefficiency associated with monopolistic competition. By introducing

an employment subsidy, he ends up with a one-to-one relationship between the growth rates

of inflation and price dispersion. This drastically simplifies the first order conditions of the

firm and he is able to drop all the forward looking parts of the model, which themselves evolve

non-linearly. Yun then drastically simplifies the aggregate supply curve since only current costs

matter. Although including price distortions while assuming an efficient steady state gives clean

analytical results even with non-linearity, including the forward-looking firm expectations that

cult (Benigno & Woodford, 2008).
9See, for example, Goodfried and King (1997), Rotemberg and Woodford (1997); Clarida, Gali, and Gertler
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are necessary without that assumption makes this impossible.

To study both channels of distortion in this model, I directly include the nonlinear sources of

inefficiency, price dispersion and a distorted stead-state, as well as the forward-looking elements



and what follows was first done broadly Nakamura-Zimmerman 2020.12 To get the optimal

paths, I approximate every variable by a neural network with input being time (this is equiv-

alent to thinking of the ODE system as a neural network with vector output, input still time).

To train this neural network, I take all of the equilibrium conditions of the ODE, express them

as f (x) = 0, and try to minimize with randomly chosen time points along the path. In other

words, I try to get all of the neural network variables to run along the paths as close as possible

to the path constraints while satisfying boundary conditions, slowly adjusting the networks to

be more optimal with a batch of time points along the path. Because boundary conditions are

not handled entirely well here (a common problem in the deep learning literature), I follow the

procedure of Lagari et al (2020) to convert the problem into one of “hard boundaries”. This

is really just nesting the neural network into a temporary function of time to get the process

started; it forces the boundary conditions to hold at all times.

I use and modify packages developed out of a team at Brown University (Deep XDE, Lu et al

2021) for solving ODE systems in the way I described. I get multiple paths by randomly selecting

initial starting positions (you can think of these as different initial distortions). I collect 150 of

these paths and I then train the interest rate as a neural network, this time as a function of the

variables in the model. I am converting the open-form solution to a closed-form one. I do this

by seeing what the relationships are between the paths. This, again, is similar to the procedure

of Nakamura-Zimmerman (2020). Because I have commitment, this is valid, since nothing is a

function of time (to use the language of optimal control theory, I have an autonomous solution).

In other words, I am seeing what the interest rate would have to be in order to make the model

evolve as it does. Again, all of this is necessary because it allows me to handle the non-linearities

without a good initial guess. Other global methods fail here, since I have no idea what this value

function looks like given that I do not make all the heavy assumptions on the analytical side. It

also can handle broader problems because it is not held up by the curse of dimensionality in the

same way. Even with my number of variables, things are very computational taxing.

I show, finally, that these two channels of inefficiency, price distortion and monopolistic com-
12They, however, focus on the linear-quadratic case so this also serves as an extension of their method.
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