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ADEQUATE PROGRESS

M.S. students must demonstrate adequate progress toward the degree by:

● Maintaining a grade point average of the Graduate School minimum of 3.0 or better in all course
work attempted.

The Graduate School will
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chair, and two other faculty members. Each committee member must hold a current graduate
faculty appointment. The chair must have a regular graduate faculty appointment, and the remaining
committee members must hold either regular or special membership.

The M.S. student on the thesis





advancement of the individual's research path. The document must also include an indication of how
students will use their APPM summer fellowship to enhance their research training. (For acceptable
research training activities for Year Two, please see the DISSERTATION ADVISOR AND RESEARCH PLAN
section.)

● Identifying a dissertation advisor and a separate faculty mentor by April 15th of a PhD student’s third
year. In collaboration with their dissertation advisor and faculty mentor, a research plan must be
formulated by the end of the Spring semester of the third year. Those a



faculty mentor’s role is a “sounding board” for the doctoral student regarding emergent concerns. This
mentor often serves as a Comprehensive Exam and defense committee member. Sometimes students
retain the faculty mentor they were assigned when matriculating, but it is not necessary. Other times,
students select a new faculty mentor once they have chosen a dissertation advisor.

A written summary of work accomplished towards finding a research advisor and research area shall be
submitted to the Graduate Program Advisor, to serve as the PhD candidate's Year Two milestone and
annual evaluation by April 15th of a PhD student’s second year. Although candidates are not beholden to
any research advisor or area of study until the end of their third year, this “research training summary”
shall primarily detail efforts made towards the advancement of the individual's research path. Students
should mention guidance sought from potential advisors concerning what out-of-department courses and
advanced APPM courses are





GRIEVANCE POLICY

If a student feels that they have received unfair treatment academically or as a teaching or research
assistant, then the student should refer to the Graduate School Grievance Process and Procedures at
https://www.colorado.edu/graduateschool/current-students/graduate-school-policies-and-procedures.

M.S. DEGREE FOR PH.D. STUDENTS

Courses taken at the University to satisfy the requirements for the M.S. degree in Applied Mathematics
will be counted toward the minimum requirements for the Ph.D. degree in Applied Mathematics.

A student pursuing a Ph.D. degree need not also obtain the M.S. degree in Applied Mathematics.
However, any Ph.D. student also intending to receive the master’s degree must satisfy the requirements
for that degree. A doctoral candidate maᝑ







TIMELINE FOR PHD MILESTONES (ANNUAL EVALUATIONS)

Year 1 Year 2 Year 3 Year 4 Year 5 Year 6

Complete
Preliminary Exams

Submit “Research
Training Summary”

Identify advisor, submit “Research Plan”

Comprehensive exam, first paper submitterst



The Bachelor’s-Accelerated Master’s (BAM) degree program offers currently enrolled CU Boulder
undergraduate students the opportunity to receive a bachelor’s and master’s degree in a shorter period of
time. Students receive the bachelor’s degree first, but begin taking graduate coursework as
undergraduates, typically in their senior year. Because some courses are allowed to double count for both
the bachelor’s and the master’s degrees, students receive a master’s degree in less time and at a lower cost
than if they were to enroll in a stand-alone master’s degree program after completion of their
baccalaureate degree. In addition, staying at CU Boulder to pursue a Bachelor’s-Accelerated Master’s
program enables students to continue working with their established faculty mentors.

ADMISSIONS REQUIREMENTS

In order to gain admission to the BAM program named above, a student must meet the following criteria:
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GRADUATE COURSES

Numerous graduate courses in other departments at the University, in essence, are courses in applied
mathematics and may be taken for credit toward graduate coursework in Applied Mathematics. In fact,
each graduate student must take a yearlong sequence outside the department. Consult a faculty advisor for
more information and approval.

BASIC COURSES

Acceptable 5000-level APPM sequences include the following (others require faculty advisor approval):
APPM 5380-5390, APPM 5430-5470, APPM 5440-5450, STAT 5530-5100, APPM 5460-5470, APPM
5470-5480, STAT 5530-5540, APPM 5600-5610, APPM 5380-STAT 5400, STAT 5530-5400, STAT
5400-5540, STAT 5400-5100, STAT 5530-5540, and STAT 5400-5610.

The following courses, which are cross-listed as graduate/undergraduate courses, generally do not count
toward the 30-credit-hour M.S. or Ph.D. requirement:

APPM 5350 (3) Methods in Applied Mathematics: Fourier Series and Boundary Value Problems
APPM 5360 (3) Methods in Applied Mathematics: Complex Variables and Applications STAT
5000 (3) Statistical Methods and Application I
APPM 5720 (3) Open Topics in Applied Mathematics

All of the remaining courses listed below do count toward the 30-credit-hour M.S. or Ph.D. requirement
with the exception of STAT 5520 which only counts toward the B.S./M.S. track:

APPM 5120 (3). Introduction to Operations Research. Studies linear and nonlinear programming, the
simplex method, duality, sensitivity, transportation and network flow problems, some constrained and
unconstrained optimization theory, and the Kuhn-Tucker conditions, as time permits. Prereqs.: APPM
3310 or MATH 3130. Same as APPM 4120 and MATH 4120/5120. (Normally offered Spring semester)

APPM 5380 (3). Modeling in Applied Mathematics. An exposition of a variety of mathematical models
arising in the physical and biological sciences. Students’ modeling projects are presented in class. Topics
may include GPS navigation, medical imaging, ocean waves, and computerized facial recognition.
Prereq.: graduate standing. Recommended: APPM 3310, 4350, and 4650. Same as APPM 4380.
(Normally offered Fall semester)

APPM 5370 (3). Computational Neuroscience. Applies mathematical and computational methods to
neuroscience. Techniques from linear algebra, differential equations, introductory dynamical systems,
probability, stochastic processes, model validation, and machine learning will be learned and used.
Neuroscience topics include neural spiking, network dynamics, probabilistic inference, learning, and
plasticity. Will learn how the brain uses computational principles to enact decision making, vision, and
memory. Recommended background includes linear algebra, differential equations, probability, and
programming. Students will hone programming skills in MATLAB/Python and TensorFlow. Same as
APPM 4370.

APPM 5380 (3). Modeling in Applied Mathematics. An exposition of a variety of mathematical models
arising in the physical and biological sciences. Students' modeling projects are presented in class. Topics
may include: GPS navigation, medical imaging, ocean waves, and computerized facial recognition.
Prereqs.: APPM 3310, 4350, and 4650.

APPM 5390 (3). Modeling in Mathematical Biology. Investigates how complex systems in biology can
19





APPM 5565 (3). Random Graphs. Introduces mathematical techniques, including generating functions, the
first- and second-moment method and Chernoff bounds to study the most fundamental properties of the
Erdos-Renyl model and other celebrated random graph models such as preferential attachment, fixed
degree distribution, and stochastic block models. Same as APPM 4565.

STAT 5100 (3). Markov Processes, Queues and Monte Carlo Simulations. Brief review of conditional
probability and expectation followed by a study of Markov chains, both discrete and continuous time.
Queuing theory, terminology, and single queue systems are studied with some introduction to networks of
queues. Uses Monte Carlo simulation of random variables throughout the semester to gain insight into the
processes under study. Prereq.: APPM 3570 or equivalent. Same as APPM 4560/5560. (Normally offered
Fall semester)

STAT 5230 (3). Stochastic Analysis for Finance. Studies mathematical theories and techniques for
modeling financial markets. Specific topics include the binomial model, risk neutral pricing, stochastic
calculus, connection to partial differential equations and stochastic control theory. Same as APPM 4530,
APPM 5530 and STAT 4230.

STAT 5250 (3). Data Assimilation in High Dimensional Dynamical Systems. Develops and analyzes
approximate methods of solving the Bayesian inverse problem for high-dimensional dynamical systems.
After briefly reviewing mathematical foundations in probability and statistics, the course covers the
Kalman filter, particle filters, variational methods and ensemble Kalman filters. The emphasis is on
mathematical formulation and analysis of methods. Same as APPM 4510, 5510, and STAT 4250.

STAT 5400 (3). Advanced Statistical Modeling. Introduces methods, theory and applications of modern
statistical models, from linear to hierarchical linear models, to generalized hierarchical linear models,
including hierarchical logistic and hierarchical count regression models. Topics such as estimation,
residual diagnostics, goodness of fit, transformations, and various strategies for variable selection and
model comparison will be discussed in depth. Examples will be demonstrated using statistical
programming language R.

STAT 5430 (3). Spatial Statistics. Introduces the theory of spatial statistics with applications. Topics
include basic theory for continuous stochastic processes, spatial prediction and kriging, simulation,
geostatistical methods, likelihood and Bayesian approaches, spectral methods and an overview of modern
topics such as nonstationary models, hierarchical modeling, multivariate processes, methods for large
datasets and connections to splines. Same as STAT 4430.

STAT 5520 (3). Introduction to Mathematical Statistics. Examines point and confidence interval
estimation. Principles of maximum likelihood, sufficiency, and completeness: tests of simple and
composite hypotheses, linear models, and multiple regression analysis if time permits. Analyzes various
distribution-free methods. Department enforced prerequisite: one semester calculus-based probability
course, such as MATH 4510 or APPM 3570.. Same as STAT 4520 and MATH 4520/5520. (Normally
offered Spring and Fall semesters). Only counts toward credit for the B.S./M.S. track.

STAT 5530 (3). Mathematical Statistics. Covers the theory of estimation, confidence intervals, hypothesis
testing, and decision theory. In particular, it covers the material of APPM 5520 in greater depth, especially
the topics of optimality and asymptotic approximation. Additional topics include M-estimation, minimax
tests, the EM algorithm, and an introduction to Bayesian estimation and empirical likelihood techniques.
Recommended Prerequisite is a one-semester calculus-based probability course such as MATH 4510 or
APPM 3570. Credit not granted for STAT 5530 and STAT 5520 or MATH 5520.

STAT 5540 (3). Introduction to Time Series. Studies basic properties, trend-based models, seasonal models
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consent. Same as MATH 6550. (Normally offered by MATH in Spring semesters of even-numbered years)

APPM 6610 (3). Introduction to Numerical Partial Differential Equations. Covers finite difference, finite
element, finite volume, pseudo-spectral, and spectral methods for elliptic, parabolic, and hyperbolic partial
differential equations. Prereq.: APPM 5600. Recommended prereq.: APPM 5610 or graduate numerical
linear algebra. (Normally offered Fall semesters of odd-numbered years)

APPM 6640 (3). Multigrid Methods. Develops a fundamental understanding of the principles and
techniques of the multigrid methodology, which is a widely used numerical approach for solving many
problems in such diverse areas as aerodynamics, astrophysics, chemistry, electromagnetics, hydrology,
medical imaging, meteorology/oceanography, quantum mechanics, and statistical physics. (Normally
offered Spring semesters of odd-numbered years)

APPM 6900 (1-6). Independent Study. Introduces graduate students to research foci of the Department of
Applied Mathematics. Prereq.: instructor consent.

APPM 6940 (1-3). Master’s Degree Candidate.

APPM 6950 (1-6). Master’s Thesis. May be repeated up to 6 total credit hours.

APPM 7100 (3). Mathematical Methods in Dynamical Systems. Covers dynamical systems defined by
mappings and differential equations. Hamiltonian mechanics, action-angle variables, results from KAM
and bifurcation theory, phase plane analysis, Melnikov theory, strange attractors, chaos, etc. Prereq.:
APPM 5460. (Offered on a variable schedule)

APPM 7300 (3). Nonlinear Waves and Integrable Equations. Includes basic results associated with linear
dispersive wave systems, first-order nonlinear wave equations, nonlinear dispersive wave equations,
solitons, and the method of the inverse scattering transform. Prereqs.: APPM 5470-5480, PHYS 5210, or
instructor consent. (Offered on a variable schedule)

APPM 7400 (1-3). Topics in Applied Mathematics. Provides a vehicle for the development and
presentation of new topics with the potential of being incorporated into the core courses in applied
mathematics. May be repeated up to 6 total credit hours. Prereq.: instructor consent.

APPM 7900 (1-3). Independent Study. Introduces graduate students to research foci of the Department of
Applied Mathematics. Prereq.: instructor consent.

APPM 8000 (1). Colloquium in Applied Mathematics. Introduces graduate students to the major research
foci of the Department of Applied Mathematics. Prereq.: instructor consent. (Normally offered Fall and
Spring semesters)

APPM 8100 (1). Seminar in Dynamical Systems. Introduces advanced topics and research in dynamical
systems. Prereq.: Instructor consent. (Normally offered Fall and Spring semesters)

APPM 8300 (1). Nonlinear Waves Seminar. Introduces the core methods in the analysis of nonlinear
partial differential and integral equations or systems to graduate students. Provides a vehicle for the
development, presentation, and corporative research of new topics in PDE analysis. Prereq.: APPM 5440.

APPM 8400 (1). Mathematical Biology Seminar. Introduces advanced topics and research in mathematical
and computational biology. Instructor consent required.
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APPM 8500 (1). Statistics, Optimization and Machine Learning Seminar. Research-level seminar that
explores the mathematical foundations of machine learning, in particular how statistics and optimization
give rise to well-founded and efficient algorithms.

APPM 8600 (1). Seminar in Computational Mathematics. Introduces advanced topics and research in
computational mathematics. Prereq.: Instructor consent. (Normally offered Fall and Spring semesters)

APPM 8990 (1-10). Doctoral Dissertation. All doctoral students must register for no fewer than 30 hours
of dissertation credit as part of the requirements for the degree. No more than 10 credit hours may be
taken in any one semester.

Note: Transcripts might state "repeat - not for credit" when seminar courses are taken more than once.
This statement is an artifact of the system and should be ignored. Repeated seminars will be credited
toward the M.S. or Ph.D.
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